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Using a Krylov-subspace time evolution algorithm, we simulate the real-time dynamics of trans-
lation invariant non-integrable finite spin rings to quite long times with high accuracy. We sys-
tematically study the finite-size deviation between the resulting equilibrium state and the thermal
state, and we highlight the importance of the energy variance on the deviations. We find that the
deviations are well described by the eigenstate thermalization hypothesis, and that the von Neu-
mann entropy correction scaling is the square of the local operator scaling. We reveal also an area
law contribution to the relaxed von Neumann entropy, which we connect to the mutual informa-
tion between the considered subsystem and its immediate environment. We also find that local
observables relax towards equilibrium exponentially with a relaxation time scale that grows linearly
with system length and is somewhat independent of the local operator, but depends strongly on the
energy of the initial state, with the fastest relaxation times found towards one end of the overall
energy spectrum. To contrast this behaviour we also study domain wall initial states, which exhibit
clear diffusive behaviour, with a Thouless time scaling quadratically with the systems size, leading
to a rather precise estimate for the diffusion constant for states in the vicinity of the middle of the
energy spectrum.
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I. INTRODUCTION

It is generally believed that generic isolated quantum
many body systems relax to a thermal state, in the sense
that subsystems become indistinguishable from subsys-
tems of a thermal/microcanonical state [1–6]. The tem-
perature of the thermal state is controlled by the expec-
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tation value of the energy in the initial state. The matter
of thermalization has received considerable attention nu-
merically [7–25], but we believe that the current capaci-
ties of exact diagonalization methods have not been fully
exploited to address this question, and higher precision
results can be achieved. To our knowledge, an in-depth
and comprehensive analysis of thermalization dynamics
on a non-integrable model is lacking in the current liter-
ature.

While so far most studies reported compatibility of the
numerical simulations with the theoretical expectations,
here we undertake a rather comprehensive and quantita-
tive study of the convergence of late-time quench observ-
ables towards the expectations of thermalization. Our
study relies on the fact that temporal fluctuations at
late time are suppressed exponentially in the system size,
therefore making a push for large system sizes very valu-
able.

In non-integrable models, the equilibrium state of typ-
ical quantum states undergoing relaxation after a quench
is given by the diagonal ensemble, which can be obtained
from a full diagonalization of the Hamiltonian [7, 8, 10–
19, 22, 23, 25–29]. Diagonal ensemble studies thus pro-
vide complete accuracy, but the accessible system sizes
may be too small to observe thermalization. While ma-
trix product state simulations clearly outperform exact
diagonalizations in system sizes [8, 9, 16, 20, 30, 31] at
short times after the quench, and also at very long times,
when the system is believed to be described as a system
slightly perturbed away from thermal equilibrium, here
we instead investigate the dynamics of a closed quantum
many body system over the entire dynamically relevant
time scales for a finite size system.

In this paper we use a Krylov-subspace time evolu-
tion algorithm [32] to simulate the real-time dynamics
of finite systems [7, 24] to quite long times with high
accuracy and relatively large system sizes, considerably
larger than those accessible with full (complete) diag-
onalization methods. Temporal averages on the equili-
brated state are good estimates of the diagonal ensemble
averages and we compare them to canonical ensemble
thermal averages (obtained from exact diagonalization)
at the corresponding energy density.

Taking a well-studied non-integrable spin chain as our
Hamiltonian, we perform the time evolution on a large
set of translationally invariant product states covering a
wide range of energies and energy variances on chains
of up to L = 34 spins in one instance and L = 30 for
most initial states, allowing us to probe thermalization
dynamics on a wide range of system parameters.

We find that the equilibrium state converges to the
thermal state with finite-size deviations on local observ-
ables that are well described by the lowest order correc-
tion on (v − ṽ)/L predicted by the eigenstate thermal-
ization hypothesis (ETH) [3, 4, 33, 34], where v and ṽ
are the energy variance densities of the initial and ther-
mal states respectively. While the lowest order correction
has been known for some time and is simple to derive [6],

we find that it is seldom taken into account in the mod-
ern literature, and often the role of the energy variance
is not considered in the interpretation of numerical re-
sults [35, 36]. We estimate the constant prefactor on the
lowest order correction from thermal expectations, let-
ting us probe the agreement with the ETH at a higher
quantitative level.

We also observe that the temporal fluctuations around
equilibrium scale as the inverse of the density of states [3,
4, 16, 21, 33, 34, 37, 38], agreeing with the bound pre-
dicted by the ETH, and allowing the extraction of very
precise estimates based on exact diagonalization at large
system sizes.

We calculate the entanglement entropy of the equilib-
rium state on contiguous spin clusters and find that it is
consistent with the corresponding thermal entropy on the
same clusters. The initial state most similar to the infi-
nite temperature thermal state (Y+) achieves the maxi-
mum entropy, and this maximum agrees with the average
entropy of random states uniformly drawn on the sym-
metry sector that the initial state belongs to.

The finite-size deviation between entropies is found to
depend on the energy variance as the square of (v− ṽ)/L,
while a O(1)/L term is also observed. This dependency
can be derived from the ETH as shown in a recent publi-
cation [39, 40], without requiring further assumptions or
extensions [19, 41–43]. Beyond the volume law contribu-
tion to the entanglement entropy, we observe and explain
an area-law term in the entropy associated to the mutual
information between the block and its immediate envi-
ronment at finite temperatures.

We also study the relaxation dynamics of local observ-
ables, and the large L results show that equilibrium val-
ues are reached after an exponential decay [37, 44] with a
relaxation time τ that is proportional to system size [44],
while we are not able to observe a power-law decay con-
sistent with hydrodynamics [45–47]. While energy corre-
lators show the most clear exponential dependence, the
relaxation time scale τ is somewhat independent of the
observable considered but depends significantly on the
energy density. The entanglement entropy also relaxes
exponentially at long times, although its analysis was
not as thorough as the local observables.

The paper is organized as follows: In Sec. II we discuss
the spin chain Hamiltonian and the sets of initial states.
In Sec. III we discuss our numerical method and define
relevant quantities and observables. In Sec. IV we ana-
lyze the scaling of the deviations between diagonal and
thermal ensembles, we show the exponential decay of the
temporal fluctuations with L, and we demonstrate the
agreement of these quantities with the ETH. In Sec. V
we focus on the entanglement entropy and repeat the
analysis on the deviations, and we observe the appear-
ance of the area-law term in the entropy. In Sec. VI we
exemplify the exponential decay of observables over time
and we study the dependence of the decay time scale τ
on the observable, energy, energy variance, and system
size.
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In the main text we generally contrast two initial
states, one corresponding to infinite temperature and an-
other to finite temperature. The main text results are
a representative subset of our full analysis which covers
a wide range of system parameters, states, and observ-
ables. We present complementary results in appendices
and supplemental material (SM).

II. MODEL AND INITIAL STATES

We consider isolated S = 1/2 spin chains with a trans-
lationally invariant and non-integrable Hamiltonian:

Ĥ =
∑

j

Ĥj , (1)

Ĥj ≡ σz
jσ

z
j+1 +

hx
2
(σx

j + σx
j+1) +

hz
2
(σz

j + σz
j+1), (2)

where we defined local energy operators centered on the
bonds. For generic field parameters, the Hamiltonian (2)
is expected to have no additional symmetries beyond the
spatial translation and reflection symmetries and time
reversal symmetry.

This Hamiltonian is also called the mixed field Ising
model, and beyond its significance as a prominent one-
dimensional system to study non-equilibrium physics the-
oretically and numerically, it can also be implemented or
is realized in natural [48] and synthetic [49, 50] experi-
mental systems.

This Hamiltonian was already considered in the con-
text of thermalization, and we will work with the fol-
lowing parameter set for which the Hamiltonian (2) has
been established (numerically) to be non-integrable [14,
20, 51–53]:

hx = −1.05, hz = 0.5 . (3)

Following Ref. [14], we will consider translationally in-
variant and reflection symmetric pure product states as
initial states:

|ψinitial⟩ =
∏

i

|(θ, ϕ)⟩i (4)

Each initial state is then parametrized by the spherical
angles (θ, ϕ) that indicate where all spins point to ini-
tially. Each state maps to a point in the (ε, v) plane,
where ε is the energy density and v the energy variance
density of the state with respect to the chosen Hamilto-
nian and its parameters. In Fig. 1 we show the image of
the map from the surface of the Bloch sphere to the (ε, v)
plane and we mark the initial states we consider. See Ap-
pendix H for additional details and exact definitions of
the states.

Except for the quantization axes states {X±, Y±, Z±}
and the extrema of energy {E±} within the manifold of
initial states, all other states are organized in equal en-
ergy series (except li) and ordered by decreasing vari-
ance. Some states were purposefully defined such that

FIG. 1. The Bloch sphere mapped to the (ε, v) plane with the
Hamiltonian (2). The black line is the thermal energy vari-
ance density ṽ. The initial states we time evolve are marked
on the surface. The quantization axes states are marked with
blue diamonds, and the extremes of energy and variance with
red triangles. We categorize most positive energy states in
equal energy series like the zi series which starts with z1 and
ends with the Z− state.

their energy variance density v is equal to the thermal
energy variance density ṽ (black line) up to an error of
10−4: These are the fourth states in the positive energy
series and l1 to l4 in the li series. For Y± we have v = ṽ
exactly.
The highest energy Bloch state E+ is extremely close

to the highest energy eigenstate which is a paramagnetic
state lying close to Z+ [51]. On the other hand the state
E− is further from the ground state at ε ≈ −1.3 which is
a paramagnetic state with a significant overlap with an
antiferro Néel state along the z-direction as the model
parameters lie close to the antiferro-paramagnetic Ising
CFT phase transition in the mixed field antiferromag-
netic Ising chain ground state phase diagram.

III. METHODS AND OBSERVABLES

We employ a Krylov-subspace time integration method
to approximate the propagator exp(−iĤt) [32, 54]. This
method is basically numerically exact for the finite sys-
tems considered, i.e. there is no truncation of the Hilbert
space, and the time discretization error can be made ar-
bitrarily small irrespective of the time step size. This
allows us to accurately simulate the real-time dynamics
of finite systems to quite long times. The limitations of
this approach are the exponential growth of resource re-
quirements with system size and the linear cost in final
times reached. We perform the time evolution in the zero
momentum and reflection symmetric sector that our ini-
tial states belong to. We time evolved the Y+ state at
system sizes up to L = 34 spins, Z− up to 32 spins, and
other states up to 30 or 28 spins. Simulations were car-
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ried out to final times of tf = 100 with time steps of
0.5 for L ≥ 32 and 0.1 otherwise, and measurements of
observables or the entropy are carried out at each time
step. Note that tf is much smaller than the Heisenberg
time of the system (c.f. Appendix E).

The expectation ⟨Ô⟩DE of an observable on the diago-
nal ensemble is defined as the time independent compo-
nent of the matrix element

⟨Ψ|Ô(t)|Ψ⟩ = ⟨Ô⟩DE + δO(t), (5)

⟨Ô⟩DE ≡
∑

j

|cj |2 ⟨εj | Ô |εj⟩ , (6)

where |Ψ⟩ =∑j cj |εj⟩ and |εj⟩ are eigenstates of energy
density ε. We estimate the diagonal ensemble expecta-
tion by time-averaging the time-evolved matrix element,
ignoring the initial period of relaxation:

⟨Ô⟩DE ≈ Ō ≡ 1

tm

∫ tf

tf−tm

⟨Ψ|Ô(t)|Ψ⟩ dt, (7)

where we take tm = tf/4 = 25, i.e. the last quarter of
the simulated time window.

We denote time averages with an overline and thermal
expectations with a tilde. We will compare the diagonal
ensemble estimate Ō of a state of average energy density
ε to the thermal average Õ of the observable Ô at the
inverse temperature β(ε).

Another quantity we study is the average of the fluc-
tuations around the relaxation value Ō, which we may
calculate as

δO2 ≡ 1

tm

∫ tf

tf−tm

dt ⟨Ô(t)⟩2 − Ō2, (8)

where we will take an average over the same time interval
as in Eq. (7). The ETH gives an upper bound on the
fluctuations [6, 34]:

δO2 ≤M2−S̃(ε), (9)

for some constant M . In Sec. IVC we will see that this
bound is close to being saturated.

The canonical thermal averages are obtained from
the complete spectrum and eigenstates of the Hamil-
tonian (2), which was obtained for system sizes up to

L̃ = 20. L̃ will refer to the system size used to extract
thermal averages, but this parameter is less relevant than
L as thermal averages converge faster in system size for
the considered energy densities ϵ (See for example Fig. 19
in Appendix B).

Apart from a selection of Pauli operators, we addition-
ally focus on the energy correlators as our observables:

Ĉr(t) ≡ (Ĥ0(t)− ε)(Ĥr(t)− ε). (10)

They feature relatively small temporal fluctuations, are
the most sensitive to the energy variance, and show the
best agreement with the ETH scaling predictions, and in

particular Ĉ2 showed the clearest exponential dynamics
of all, so we focused on this operator more than others.
We also calculate the entanglement entropy

Sl ≡ −Tr(ρl log2 ρl), (11)

of a contiguous spin cluster of length l = 1, 2, 3, where
ρl is the reduced density matrix, up to L = 34 spins and
l ≤ L/2 for L = 24. In Sec. V we compare Sl to the

rescaled thermal entropy lS̃/L̃, where S̃ ≡ −Tr(ρ̃ log2 ρ̃),

and to the von Neumann entropy S̃l ≡ −Tr(ρ̃l log2 ρ̃l),
where ρ̃l is the reduced thermal density matrix.

IV. NUMERICAL RESULTS:
THERMALIZATION OF LOCAL OBSERVABLES

As discussed in the introduction, one can study the
dynamics of thermalization in two distinct limits: One is
to take the infinite system limit first L → ∞, and then
to study the dynamics of local observables as a function
of time t. This is usually the setting in which MPS time
evolution methods work. The second limit is to keep L
fixed first, then to simulate the dynamics upon conver-
gence in time t (formally t → ∞), and then to study
the finite size effects as the infinite system limit is ap-
proached. We take the second approach, and we start
by describing the time evolution of local observables over
time on the range of accessible system sizes.

A. Observation of Relaxation

Given our observations, we describe the time evolution
of a local observable in two phases: In a first phase, all the
initially coherent phases in the eigenstate decomposition
of the product state dephase [55, 56] and the observable
evolves abruptly with large fluctuations (Fig. 2a). At
such early times the system has not yet recognized it is
finite and different system size curves overlap up to a time
related to a Lieb-Robinson bound or diffusion constant.

We dedicate the analysis in this paper to what we con-
sider as the second phase of time evolution: In this phase,
the observable relaxes in a system-size dependent fash-
ion and it decays towards an equilibrium value around
which it fluctuates. The size of the fluctuations seems to
be constant in time throughout the remainder of the time
evolution. We expect the equilibrium value to be approx-
imately the expectation on the diagonal ensemble, which
might not be equal to the thermal expectation but ap-
proaches it as 1/L goes to zero, as is apparent in the
insets of Fig. 2b,c.

The decay is dependent on L and smaller systems reach
equilibrium faster, but with significantly larger temporal
fluctuations. We demonstrate in Sec. VI that the decay
in the second phase is exponential and we explore the
scaling of the corresponding time scale.
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Ō
−
Õ
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FIG. 2. Expectation of local operators over time on two mid-
spectrum states. (a) Effectively all local observables decay
towards the infinite temperature expectation for the Y+ state
since v = ṽ for this state. In the inset we plot |O(t)| in lin-log
scale at the final simulation times. The temporal fluctuations
decrease exponentially with system size, as demonstrated in
Sec. IVC. (b, c) The expectation at equilibrium of Z− is ob-
served to be offset from the thermal expectation since v ̸= ṽ,
but it drifts towards this value as ∼ 1/L, as shown in the
inset. The dotted brown lines are visual guides crossing the
origin (bold 0).

B. Structure of finite size and variance corrections

Comparing the expectation of the energy correlator Ĉ2

with the local spin operator σ̂z (Fig. 2b,c) we see how Ĉ2

has larger deviations from the thermal value and a better
agreement with a deviation scaling of 1/L (inset plots).
The 1/L scaling is expected from the ETH: As discussed
in Appendix A in detail, assuming the ETH ansatz for
the matrix elements of local operators, and given that
both the thermal and diagonal ensembles asymptotically
converge to a normal distribution [57], we can calculate
the finite size difference between thermal and diagonal

0.00 0.02 0.04 0.06

0.00

0.05

0.10

Ō
−
Õ
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∂2
ε Õ = 2.128L
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0
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ε Ō − ∂2

ε Õ

(a)

−0.04 −0.02 0.00 0.02 0.04
v−ṽ
2L

−0.02

0.00

Ō
−
Õ

zi : O = σz0 , L̃ = 20

∂2
ε Õ = 0.405∂2
ε Õ = 0.405

1/L

0

Ō
−
Õ

(b)

FIG. 3. Difference between equilibrium average Ō and the
thermal expectation of local observables for two series of
equal energy states, as a function of the scaling parameter
in Eq. (12). The black dashed line has slope equal to ∂2

ε Õ
and goes through the origin (gray plus). The agreement is
quite clear for O = C2. (a) We take the yi series of states (y1
to y7 in Fig. 1). The dotted brown line is a visual guide going
through the origin 0. (b) We take the finite temperature zi
series of states. Note the larger range of the vertical axis on
the main panel of (a) compared to (b). The inset shows the
deviation for the y4 state (red box, v ≈ ṽ) as a function of
1/L.

expectations as a series in 1/L, giving in lowest order

Ō − Õ ≈ v − ṽ

2L
∂2εO(ε) +O

(
v2 − ṽ2

L2

)
, (12)

where ∂2εO(ε) is the second derivative of O(ε) at the mean
energy density ε and O(ε) is the expectation of the local

operator Ô in the thermodynamic limit which according
to the ETH is a smooth function only dependent on the
mean energy. While Eq. 12 is a known result [10], it has
not been properly explored numerically, and it turns out
its verification can go beyond an asymptotic scaling check
since the prefactor ∂2εO(ε) can be accurately estimated

from thermal averages by expanding ∂2ε Õ(ε), the second

derivative of the thermal expectation Õ(ε), as we show
in Appendix C.
We verify the scaling (12) in Fig. 3 by taking the equi-

librium average Ō from series of initial states of equal
energy but different energy variance. The agreement of
our data with Eq. (12) is clear for the energy correla-

tor Ĉ2 (Fig. 3), possibly because of the large prefactor
∂2εO(ε) for this operator.
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FIG. 4. Average size of the temporal fluctuations (Eq. (8)).
The dotted black lines follow the right-hand side prediction
of Eq. (9), where the prefactor M was arbitrarily chosen for
the line to match the largest L data points.

Even for a finite temperature series of states like zi,
Ĉ2 still shows excellent agreement (See Fig. SM26). In
contrast, other finite size effects commonly appear for
spin operators, as seen for σ̂z in Fig. 3b, although the
finite size drift towards the predicted line seems to indi-
cate an asymptotic agreement. Note that the discrepancy
observed cannot be explained by considering higher or-
der terms in Eq. (12) as those still predict an agreement
when v = ṽ which is not observed. It’s possible that
higher order moments of the energy are still significant
for this operator at the system sizes considered. The dis-
crepancy could also be due to relevant (but exponentially
vanishing) off-diagonal matrix elements of the operator,
which would be in accordance with the fast approach to
zero in the inset of Fig. 3b.

We linearly fit the data shown in Fig. 3a for each sys-
tem size to estimate a size dependent prefactor ∂2ε Ō,
which we compare to the thermal estimate in the inset
plot. The data is compatible with an agreement between
these quantities at L → ∞. The analysis of the prefac-
tors ∂2ε C̄r is extended in Appendix B.

C. Fluctuations around equilibrium

We calculate the temporal fluctuations δO2 of local ob-
servables as defined in Eq. (8) and plot them as a func-
tion of L in Fig. 4 for the yi and zi series of states. The
fluctuations decay exponentially in system size with a
rate of decay that is approximately equal to the thermal

entropy per site S̃/L̃ of the system, meaning that the
inequality (9) is close to an equality. Note that it is this
exponential suppression of the temporal fluctuations with
system size which renders exact diagonalization of large
systems a powerful technique to analyze non-equilibrium
dynamics at late times.
The agreement is very good for the infinite tempera-

ture series yi, while there seems to be some state depen-
dence of the fluctuations at finite temperature, which is
clearer in the local spin expectations, as seen in Fig. 4b.
The prefactor M in Eq. (9) is possibly dependent on

the energy variance of the state, as the fluctuations are
overall larger for the higher variance states.

V. NUMERICAL RESULTS:
THERMALIZATION OF ENTANGLEMENT

ENTROPY

In this section we study the behaviour of the entan-
glement entropy of short subsystems of contiguous spins
for long times. It is expected by now that the entan-
glement entropy converges to the thermal entropy of the
same subsystem at late times, but a quantitative study
of the finite size and finite time convergence properties
has not be conducted yet. Furthermore much of the dis-
cussion has focused on the volume law part of the en-
tanglement entropy, while we also reveal and discuss an
area-law subleading part which is closely connected to
the mutual information of the block with its immediate
environment. Since the mutual information is zero at infi-
nite temperature for the considered spin chain, this term
only starts to appear for initial states which correspond
to finite temperature.

A. Temporal behavior and approach to plateau
value

The entanglement entropy Sl of the product states
grows from zero to an equilibrium plateau at late
times [35, 36] through what we also describe as two tem-
poral phases: The initial growth of entropy is indepen-
dent of the cluster size up to values close to the plateau
and is expected to be linear in time [35, 58–63]. Then
the time evolution of Sl is subject to an exponential re-
laxation towards an equilibrium plateau value S̄l which
is offset from the thermal value, but seems to converge
in system size to the thermal entropy S̃l of a cluster of l
spins, as shown in Fig. 5 for the Z− state.
The entanglement entropy of Y+ (the maximum en-

tropy state) at equilibrium is exponentially close to the
maximum l (in units of log2), and agrees with the ex-
pected entropy of random states drawn from the symme-
try sector of Y+. We discuss this in detail in Appendix D.
Due to large fluctuations of the entropy in the initial

phase, we could not obtain accurate estimates of a linear
growth. The exponential regime that follows is shown for
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FIG. 5. The entanglement entropy of the Z− state on 1 and
3 site spin clusters. The inset plots compare the equilibrium
average S̄l with the thermal entropy S̃l of reduced density
matrices on l sites. The brown visual aid crosses the origin 0.
We discuss the discrepancy between the values of S̃l and the
scaled entropy lS̃/L̃ in Sec. VC.

the Z− state in Fig. 5 and in Fig. 22 on a log scale. The
exponential decay is explored further in Appendix F.

B. Finite size and variance of initial states effects

The inset in Fig. 5a suggests the entanglement entropy
converges towards the thermal entropy of the same sub-
system as 1/L. In Fig. 5b, it is unclear whether conver-
gence is achieved below an error of 10−3 due to irregular
finite size effects. Note also that the finite size effects
on the thermal entropy S̃l could be relevant as we have
taken a smaller L̃ due to the increased cost of calculat-
ing the reduced density matrices for all eigenstates. The
same can be said about the deviation for z4 as plotted in
the inset of Fig. 6b, where the error in the L→ ∞ limit
is again of order 10−3.
At the same time, the finite size scaling of the en-

tropy deviation is not as simple as for local operators:
We observe both 1/L and 1/L2 relevant terms at the
scales studied, as shown in Fig. 6, with the second or-
der term being proportional to (v − ṽ)2/L2, the square
of the ETH scaling parameter of local operators (Fig. 3).
Note that this does not coincide with the second order
term of Eq. (12). A quadratic dependence was expected
as only Y+ can achieve the maximum entropy, but the
ETH formalism in Appendix A does not explain this
exact dependence. However, soon after our posting on
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FIG. 6. The deviation between the temporal average of the
entanglement entropy and the entropy of the reduced thermal
density matrix, as a function of the scaling parameter from
Eq. (12). The blue dotted lines in the inset plots are results
of linear fits of the data. (a) Infinite temperature case: A
quadratic dependence is apparent. For each L we fit the data
to a quadratic polynomial and plot in the inset the quadratic
factor. (b) A quadratic dependence is still visible but other
finite size effects might be relevant. The finite temperature
maximum of entanglement entropy is not observed at v = ṽ.

arXiv of this numerical observation, the quadratic de-
pendency was derived for our context assuming only the
ETH [39], by developing previous calculations on the ap-
proximation of reduced density matrices [40]. In [39], the
quadratic prefactor was estimated as ∼ 1.18, which is not
far from the quadratic factors resulting from fitting (inset
of Fig. 6a).

C. Mutual information and area-law term

As is shown by the indicated values in Figs. 5(a) and
(b) we observe an offset between the late time entangle-
ment entropy of a subsystem and the thermal entropy
density times the volume of the subsystem. This ex-
cess of entanglement entropy with respect to the ther-
mal entropy per spin is almost independent of the cluster
size l for small l in the considered initial energy window
(Fig. 7a), so we may write

S̄l ≈ S̃l ≈ lS̃/L̃+G, (13)

for l ≲ L/2, where G is an area-law term which is repre-
sentative of increasing correlations in both the canonical
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FIG. 7. (a) Entanglement entropy relative to the thermal
entropy of many thermal variance states, as a function of their
energy density. The independence on cluster size l indicates
the presence of an area-law term (G in Eq. (13)). (b) The
area-law term appears on the mutual information associated
to the entropies S̄l and S̃l, which we see are approximately
equal: The difference Ī1,1 − Ĩ1,1 is smaller than 10−3 except
for d4 and x4. The area-law term G depends approximately
quadratically in ε around ε = 0. The full data is provided in
Table SM2.

ensemble at finite temperature [64] and our late-time re-
laxed pure state.

Ref. [65] argued that the entanglement entropy per
spin of a mid-spectrum state should agree approxi-
mately with the thermal entropy per spin. However,
the thermal entropy density alone fails to account for
the emerging correlations between spin clusters at fi-
nite temperature [64], leading to a subleading area law
term. The correlations contribute to the mutual infor-
mation IA between a contiguous cluster A and its com-
plement [64, 66, 67], defined as

IA ≡ SA + SĀ − SA∪Ā, SA∪Ā = 0. (14)

Furthermore, we can isolate the contribution of corre-
lations to the mutual information by limiting the com-
plement cluster to a surrounding neighborhood of size
comparable or only somewhat larger than the correlation
length (Fig. VC), thus avoiding contributions related to
the pure state nature of the quenched state (Fig. 9) or
possible terms scaling as the square root of the length [68]
(which appear for clusters with l ∼ L/2). As a further
simplification, we calculated the mutual information be-
tween two contiguous clusters of sizes l and r,

Il,r ≡ Sl + Sr − Sl+r, (15)

which in this sense will quantify approximately half the
correlations between a cluster of size l and all spins at a

B2B1 A

FIG. 8. In our setting the correlation length is small so a
spin cluster A is mainly correlated with a small neighborhood
cluster B = B1 ∪B2. The correlations are then quantified by
the mutual information IA,B ≈ 2IA,B1 between A and B. In
the case shown ℓ = 2.

1 2 3 4 5 6
l

9.1× 10−7

1.0× 10−4

4.0× 10−3
2.8× 10−2

1.0

Ī l
,l

L = 24

Page

Ψ
Y+ a4 z4

FIG. 9. The time-averaged mutual information Īl,l between
two equal-sized clusters of three thermal variance states as a
function of l, compared with the expected mutual information
of a random state (Page, Eq. (18)). The dashed lines cross
the Ī1,1 values for each state. The Y+ mutual information
does not exactly agree with the Page expectation because the
state belongs to a symmetry sector of the Hamiltonian (see
Appendix D).

distance ≤ r from it. This quantity becomes equal to the
area-law term at equilibrium,

Īl,r ≈ Ĩl,r ≈ A, (16)

for l + r ≪ L/2 (Fig. 7b). The quantum nature of the
state becomes increasingly relevant at larger l. This is
clear for an infinite temperature (A = 0) random state:
The expected entanglement entropy of such a state uni-
formly drawn according to the Haar measure, as first es-
timated by Page [69], is known exactly [70, 71] and differs
from the thermal entropy maximum l:

Pl ∼ l − 22l−L

2 log 2
+O(2l−L) (17)

for l ≤ L/2. The mutual information Il,l associated to
the Page entropy (Eq. (17)) is then

Il,l ∼
24l−L

2 log 2
+O(22l−L) (18)

for l ≤ L/4. Thus a random state will have a macro-
scopic component of Īl,l at larger l while the thermal
counterpart is zero.
We plot Eq. (18) in Fig. 9 together with the mutual in-

formation of three states. The mutual information of Y+
grows exponentially with l up to l = L/4 and is very close
to the Page expectation (Eq. (18)). At finite tempera-
ture, the area-law entropy contribution to Īl,l dominates
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for small l, but the influence of the Page mutual infor-
mation, which acts as a lower bound, is present at larger
l. The Page mutual information grows linearly in l after
l > L/4, although we did not investigate this regime.

VI. NUMERICAL RESULTS: EXPONENTIAL
RELAXATION BEHAVIOR AT LATE TIMES

A. Introduction

One aspect of the thermalization of closed many body
systems which has not been addressed numerically very
thoroughly is the temporal behaviour of observables at fi-
nite, but long times. Our enhanced precision enabled by
the reduced temporal fluctuations for large system sizes,
allow us to study the finite size, long time behaviour in
a systematic and rather accurate manner. We find clear
evidence for exponential relaxation behavior in time and
study the relaxation time dependence on various factors
such as system size, energy density and variance and ob-
servables considered.

B. Functional Form

Our late time numerical data shows an exponential
relaxation of local operator expectation values at long
times (Fig. 10). The exponential decay is not detected
across all simulated system sizes and states, but rather
starts emerging as L increases and the temporal fluctua-
tions decrease exponentially (c.f. Sec. IVC), and due to
this very fast decrease one can loosely identify a lower
bound L (or small range of sizes) in which the exponen-
tial relaxation is first apparent. This threshold system
size is dependent on the operator and state but overall
it is lowest for the energy correlators, and is lower for
higher temperature and lower variance states.

We estimate a decay time scale τ (e−t/τ ) by a linear fit
on the absolute deviation log |O(t)− Ō| on some time in-
terval that was manually picked for each operator, state,
and system size, as seen in Figs. 10 and 11. This interval
grows with L as the temporal fluctuations reduce in size.
For small L the fitted τ can change significantly depend-
ing on the chosen interval. The error bars shown in some
plots of this section do not take this into account as they
are merely confidence intervals derived from the fitting.
However, while the accuracy of individual data points
could be challenged, collectively the data show trends
consistent across different parameters which we deem ro-
bust enough to the arbitrariness in the choice of limits.
Note also that the convergence displayed in Fig. 10 cov-
ers between two and three decimal orders of magnitude,
so it is quite a compelling exponential decay.
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−
Ō
|
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τ = 10.85(1) 18
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26
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FIG. 10. Exponential decay of the energy correlator C2 on a
linear-log scale, with fitted exponentials shown with dashed
lines. The two dots along the fitted lines mark the limits of
the time interval where the fitting was performed.

C. Dependence on system size, energy density,
variance and operator considered

We observe that the relaxation time τ grows linearly
with system size (Fig. 12), it depends approximately lin-
early on energy density (Fig. 13a), and depends only
weakly on energy variance density but with a noticeable
decrease/increase (depending on the operator) with vari-
ance at finite temperature (Fig. 13b,c). Also, τ is rather
independent of the operator (Fig. 14), with a stronger
dependence appearing at lower temperatures.
While the fitted linear rates of growth of τ(L) in Fig. 12

seem to be close in the three cases, we are conservative in
interpreting this result and we think this matter should
be refined with more data. The offset of the fitted lines
are increasing with ε. While an extrapolation to lower L
implies a negative τ at some finite size, observing any ex-
ponential decay at small system sizes is unrealistic, thus τ
is ill-defined at smaller L and extrapolation is not mean-
ingful.
The growing dependence of τ on the energy variance as

we move away from infinite temperature is more evident
in Fig. 13a and b, where we see the decrease of τ at larger
energy variance for the operator Ĉ2. The dependence of
τ on v is stronger for local spin operators, meaning we
do not observe the clear linear dependencies with system
size as we do for Ĉ2 and other energy correlators.
In Fig. 13c we plot the available fitted τ of the series of

v = ṽ states (plus the remaining li states) as a function of
the energy density of those states, suggesting an approxi-
mately linear growth of τ with ε. This result is somewhat
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FIG. 11. Exponential decay of the energy correlator C2 on a
linear-log scale, with the fitted exponential shown with black
dashed lines. These are the same data lines shown in Fig. 10,
except they have been shifted from each other for better vi-
sualization as they have a significant overlap (L is increasing
from bottom to top). Two black dots along the fitted lines
mark the limits of the time interval where the fitting was per-
formed.

surprising to us, as one might have expected that the in-
finite temperature case (corresponding to ε = 0) would
have shortest relaxation time, while the limit of ε go-
ing to the negative energy ground state could perhaps be
expected to exhibit critical slowing down, i.e. a signifi-
cant enhancement of the relaxation time to the closeness
to a quantum critical point in the phase diagram. Our
numerical observations clearly point to the need to fur-
ther investigate the relaxation behavior of finite size and
infinite systems more thoroughly.

We also extracted decay time scales τ for certain Pauli
spin operators and compare them together with short-
range energy correlators in Fig. 14. At infinite tempera-
ture (Fig. 14a), the decay time scales across all operators
(excluding σ̂x) are of comparable magnitude, except for
y2 which shows a large variability in time scales and also
the largest uncertainty, with some fitted τ being excluded
for this state as they were either deemed too inaccurate or
no reasonable interval to fit on was found. The same in-
accuracy is observed for y1 on all operators, a fact which
is common for most high variance states we simulated.

Curiously, the variance dependence of τ is operator
dependent, as we can observe consistently in Fig. 14a.
For example, τ mostly decreases with v for Ĉ2, while the
opposite is observed for Ĉ0 or σ̂z.

The operator dependence is more significant at lower
(absolute) temperatures (Fig. 14b), supposedly due to
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FIG. 12. System size dependence of the time scale τ for three
equal energy series of states. The dashed line is a linear fit on
interpolated data of τ at the same energy variance for each
system size.

an increased importance of the particular physics of the
chosen model. Of all the measured local operators, σ̂x

stands out as being less correlated to the other operators
in terms of the time scale. Coincidentally or not, σ̂x is the
only measured operator which does not explicitly appear
in Ĥ2.
In Appendix F we briefly discuss the dynamics of the

entanglement entropy, where we also observed an expo-
nential relaxation in time.

VII. INTERPRETATION OF THE
EXPONENTIAL RELAXATION BEHAVIOR AT
LATE TIMES: BALLISTIC VERSUS DIFFUSIVE

THERMALISATION

The observation of exponential relaxation towards the
steady state and the proportionality of the relaxation
time τ ∼ L is unexpected at this stage. In systems with-
out any conserved quantities one would often expect an
exponential relaxation with a thermalization time which
does not depend on system size [72–75] Dual unitary
cirquits are a good illustration of this behavior. On the
other hand in systems with conserved quantities, such as
energy (the case under consideration here), magnetiza-
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FIG. 13. The time scale τ as a function of the energy variance
v for the yi (a) and zi (b) series of states, and as a function
of the energy density ε for the v = ṽ and li series of states
(c). Note the weak dependence on v and the approximately
linear growth with ε.

tion or charge, it has been advocated that the relaxation
of observables overlapping with conserved quantities is
governed by fluctuating hydrodynamics [45, 76], with the
expectation that the relaxation displays a power-law in
time, and in 1+1D diffusive systems in particular exhibits
a 1/

√
t hydrodynamical tail.

A. Finite size effects in diffusion

At this stage it is important however to remind our-
selves that in our study we are confined to a finite system
of length L and the long time behavior even for ordinary
classical diffusion differs between finite size and infinite
systems. In a finite size system governed by the clas-
sical diffusion equation, the longest wavelength Fourier
mode of the conserved density decays with an exponen-
tial relaxation time τD ∼ L2/D, with D the diffusion
constant, i.e. for t ≳ τD the decay is ∼ exp(−t/τD). For
shorter times O(1) ≲ t ≲ τD one expects to observe a
1/
√
t power law tail in the relaxation of local densities
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FIG. 14. The time scale τ for different local operators Ô for
the yi (a) and v = ṽ (b) series of states. The error bars are
confidence intervals derived from the fitting. Overall, τ is
weakly dependent on the operator.

as expected for the infinite system. As the system size
L increases, the power-law tail extends to later times
scaling as L2. The lower limit O(1) ≲ t denotes a micro-
scopically controlled time scale required to establish the
hydrodynamic regime.

B. Probing diffusion in a finite size setup

Since our considered quantum many body system is
chaotic and conserves energy, a natural expectation is
that it is indeed diffusive, and one can wonder whether
we can observe diffusion on our accessible system sizes us-
ing ED. Then we can also address whether the observed
relation time in Sec. VI for a translation invariant situ-
ation is distinct from the Thouless time τD on the same
system size due to diffusion.
In order to address this question we use a different type

of initial states for the following set of simulations. We
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prepare a system with periodic boundaries in a product
state with L/2− 1 consecutive bonds with energy expec-
tation values ε − δε, followed by one bond at energy ε
and then L/2 − 1 bonds with energy expectation values
ε + δε. The last missing bond is then again at mean
energy ε. We find multiple (random) product state solu-
tions for a range of ε and δε by numerically optimizing
the identical angles of the spins on the first and second
set of L/2 spins to agree with the required energy pattern
on the bonds. This initial state has a domain wall pro-
file for the conserved energy, and we expect the longest
wavelength component of the energy density

δε(q, t) ∝
∑

j

exp(−iqrj)⟨Ĥj⟩t

to decay with a relaxation time

τ
(L)
D (t) = − 1

d
dt ln |δε(q=2π/L, t)| =

L2

4π2D(t)
. (19)

We observe a Thouless time of about τD ≈ 12 for ε = 0
and L = 28, while the local observables decay with a re-
laxation time of τ ≈ 9 for the same energy density and
system size. We can then convert the Thouless times
into an estimate for the energy diffusion constant using
Eq. (19) for different mean energies ε. The results in
Fig. 15 show a (running) diffusion constant for ε = 0
(left panel) trending towards D ≈ 1.7(1) for longer times
between 20 and 50. For even larger times the consid-
ered Fourier component of the energy is zero within the
residual fluctuations and the extracted diffusion constant
becomes noisy and blows up. The fact that the run-
ning diffusion constants for the two largest system sizes
(L = 26 and L = 28) lie on top of each other for a
considerable time window highlights that the underlying
relaxation times indeed diverge as τ ∼ L2 in the diffusion
setup in contrast to τ ∝ L as observed for the translation
invariant situation in Sec. VI.

The value D ≈ 1.7(1) for the diffusion constant is in
good agreement with a recent information lattice based
method based study [77] but is quite a bit smaller than
one reported in an older work [78] using matrix product
states with a small bond dimensions at long times. The
value is also in good agreement with a light-cone MPS
study [79].

We can also explore the dependence of the diffusion
constants as a function of energy and we observe that the
running diffusion constants show a decreasing trend when
increasing the energy density from ε = 0 (left panel) to
ε = 0.2 (right panel). We will discuss a possible explana-
tion for this trend below, but also note that for ε = −0.2
the running diffusion constant has not fully converged
among different initial states in the available time win-
dow. It is also remarkable that overall our running dif-
fusion constants still decrease with time up to the loss
in precision. At this stage it is not clear how accurate
the ED results are because of the relatively small system
sizes and the different setup (we study finite-size, long

0 20 40
t

0.5

1.0

1.5

2.0

2.5
D(t) ε = 0

L
24
26
28

24
26
28

(a)

0 20 40
t

0.5

1.0

1.5

2.0

2.5
D(t) ε = 0.2

L
24
26
28

24
26
28

(b)

FIG. 15. Diffusion constant D(t) (Eq. 19). For each energy
density ε we consider 7 different domain-wall initial states
with δε = 1 and we plot the measured diffusion constant for
L = 24, 26, 28. We highlight with a stronger color the results
of one state per ε to better visualise the diminishing finite-size
effects.

time effects in a thermalizing post-quench setup, while
the tensor network studies often track local density inho-
mogeneities spreading in space and time for large systems
initially in thermal equilibrium). However since ED per-
forms no truncation of the Hilbert space or operator sizes,
there is a genuine possibility that ED detects effects be-
yond the truncation schemes of tensor network or other
entanglement based schemes. The fact that the initial
study of Ref. [78] with a small bond dimension reported
a diffusion constant of D ≈ 2.2 and our data for different
initial states also reach such high values at short times
could be taken as mild support for such a scenario.

C. Ballistic thermalisation of equal-time
correlation functions

After this excursion into a diffusion study of Hamilto-
nian (3) we can conclude that the relaxation times τ ∼ L
observed for equal-time correlators are not of diffusion
origin. While we could only numerically determine the
Thouless time up to L = 28 in the diffusion setup, our
extrapolation based on the extracted diffusion constant
to system size L = 34 would yield a Thouless time of
about 17, while the relaxation times in the translation
invariant case are only found to be about 10 for the same
system size L = 34 and energy density ε = 0.
This raises the question of the origin of the faster relax-

ation times in the translation invariant case. One candi-
date theory for the relaxation of equal-time correlations
is fluctuating hydrodynamics. The idea is that correla-
tions can relax and reach their long time values primar-
ily through diffusive processes in the post-quench sys-
tem [45, 76]. On the other hand diffusion is not the only
propagating information carrying mode in an ergodic sys-
tem, even though it is the sole mode which can equilibrate
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FIG. 16. The decay of Ĉ2 for the Y+ state on a log-log scale.
The fluctuations at times earlier than 4 are much larger.

actual density inhomogeneities. The main idea we put
forward here is that the equilibration of equal-time cor-
relation functions can also be achieved by ballistic modes
which are underlying the ballistic OTOC and scrambling
dynamics observed in many systems. The fact that cor-
relation functions can relax by ballistic modes has al-
ready been observed in earlier work in the context of
Lieb-Robinson light cones [58, 80, 81].

At this stage the question of whether the observed
τ ∼ L behavior translates into a power law in time, e.g.
1/t is difficult to answer based on the available data, see
Fig. 16. It is difficult to see a power law appearing be-
tween O(1) ≲ t ≲ τ(L), because τ(L) ∼ 10.
We do not identify a power-law regime of relaxation.

The energy correlators follow the sum rule
∑

r ⟨Ĉr(t)⟩ =
v and thus we could expect the power-law decay of Ĉr,
if present, to be diffusive (t−1/2) [45]. If we interpret the
observed exponential decay as an exponential cutoff of a
power-law decay at finite sizes, then we should find such
a decay in some interval before the exponential regime.
As seen in Fig. 10a, for Y+ there is an interval at early
times and larger system sizes (before the marked fitting
limits) where the decay does not exactly agree with an
exponential. In Fig. 16 we plot this interval on a log-log
scale. From the comparison of the data to a power-law,
it seems more likely to us that this is a feature of the
time evolution dependent on the operator and state, and
not the emergence of a power-law regime, which in any
case would be closer to a ∼ t−3/4 decay than diffusive.

VIII. CONCLUSIONS

We systematically studied the finite-size deviations
and relaxation time scales of local operators and entan-
glement entropy, and extensively covered their depen-
dence on the system size, energy density, and in partic-
ular we highlight the energy variance dependence, which
we believe is often overlooked.

Simulating sufficiently large system sizes proved to be
critical to both access the regime where the ETH scal-
ing (12) becomes sufficiently accurate, and to properly
study the dynamics: the exponential decay of the fluctua-

tions as system size is increased causes a sharp transition
between noisy dynamics and a clear exponential relax-
ation towards the diagonal ensemble (Figs. 10 and 11).
The observed scaling of the finite-size deviations of

local operators agrees perfectly with the ETH predic-
tion (12). The observed quadratic scaling of the entropy
deviations is a novel result, but which has in the mean-
time been explained analytically within the ETH frame-
work [39].
The growth of an area-law term at finite temperature

in the entanglement entropy is consistent with a non-zero
mutual information from the presence of correlations be-
tween spin clusters, and we observed a clear agreement
between the quantum and thermal counterparts of the
mutual information for small clusters. The mutual infor-
mation of finite temperature states is dominated by the
area-law term for small cluster sizes but is supplanted by
the Page mutual information at larger cluster sizes.
An exponential relaxation is accurately observed and

is described by a single time scale τ which grows linearly
with system size, approximately linearly with energy den-
sity, and depends weakly on the energy variance and local
operator in question. It would be interesting to explore
whether the relaxation time spectrum and its finite-size
behaviour reveals quantitative aspects of the long-time,
long-wavelength field theory description, as is well known
in the context of finite size spectra and e.g. conformal
field theories [82].
The present work opens up several avenues for future

research: Several scaling dependencies were established
but not all are fully understood in terms of their physi-
cal origin. This includes the observed quadratic scaling
of the entropy deviations and the linear growth of the re-
laxation time scale with system size and energy density.
It would be interesting to contrast the current results

with other models, and to study the dynamics of non-
uniform states, which should provide further insight into
the physical origin of the observations.
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Appendix A: ETH predictions

For eigenstates and for typical quantum states of en-
ergy E and energy variance scaling linearly with the
system size L, the diagonal ensemble expectation value
which we estimate from Ō is expected to agree with the
expectation value in the microcanonical ensemble at en-
ergy E in the L→ ∞ limit if the system is non-integrable.
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Since the micro and canonical ensembles approach each
other in the thermodynamic limit, the same can be said
for such an ensemble at the inverse temperature β that
results in an average thermal energy E.
This agreement is formulated more precisely for finite

L in the ETH [3, 4, 10].
ETH states that the matrix elements of any com-

pact quantum operator between eigenstates of a non-
integrable Hamiltonian are diagonal up to corrections ex-
ponentially small on the system size, where the diagonal
elements are purely a function of the eigenstate energy.

Take |ε⟩ to be an eigenstate of energy density ε. Fol-
lowing the ETH, we write the diagonal matrix element
of such an operator as

⟨ε|Ô|ε⟩ ≈ O(ε) +O(Ω−1/2(ε)), (A1)

for some operator-dependent smooth function O(ε), and
where Ω(ε) is the density of states which scales exponen-

tially with the (thermal) entropy S̃: Ω(ε) ∼ 2S̃ ∼ 2rL for
some energy dependent rate r ≤ 1, where the entropy is
written in units of log2.
Given that for large enough system sizes the diago-

nal matrix elements are approximately a function of the
energy only, it suffices to know the probability that the
system has an energy density ε (which we define as the
probability density p(ε)) to calculate all expectation val-
ues from the functions O:

⟨Ô⟩K ≈
∫
pK(ε

′)O(ε′)dε′, (A2)

where K represents a statistical ensemble. Whether K is
a microcanonical, canonical (CE), or a quantum diagonal
ensemble (DE), Eq. (A2) is applicable, at least on some
mid-spectrum region.

For an eigenstate or for the microcanonical ensemble,
p(ε) is a Dirac distribution. For the canonical ensemble,
it is known that p(ε) obeys a central limit theorem and
thus it goes asymptotically to a normal distribution of
energy variance ṽ/L, where ṽ is system size independent.
Similarly, the energy distribution of product states also
converges towards a normal distribution [57]. Thus, if
both the energy densities and variances of the diagonal
and canonical ensembles agree, we have

Ō ≈ Õ. (A3)

How do these two quantities differ when the variances
are not equal? Expanding O(ε′) as a Taylor series around
ε in Eq. (A2) and taking p(ε′) = N(ε, vK/L) to be normal,
we obtain:

⟨Ô⟩K ≈ O(ε) +

∞∑

n=1

1

2n!!

(vK
2L

)n
∂2nε O(ε), (A4)

≈ O(ε) +
vK
2L
∂2εO(ε) +

v2K
8L2

∂4εO(ε) + . . . , (A5)

Eq. (12) then follows. Note that considering the fourth
order terms gives a term proportional to v2 − ṽ2 in the
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FIG. 17. Equilibrium average C̄r of the energy correlators
as a function of r for two equal energy series of states. The
thermal variance states (Y+ and z4) coincide well with the
thermal average shown with black dots.

deviations, which is not related to the quadratic depen-
dence observed for the difference between entropies in
Sec. V where instead we see an approximate dependence
of the form (v − ṽ)

2
/L2.

Appendix B: Conservation of energy variance

Due to translation invariance, we have

v =
∑

r

⟨Ψ|Ĉr(t)|Ψ⟩ , ṽ =
∑

r

C̃r. (B1)

The effects of the sum rules (B1) on the energy cor-
relators are seen in Fig. 17: The energy correlators are
all larger/smaller than the thermal counterparts depend-
ing on whether the states’ energy variance density is
higher/lower than the thermal.
For each r, the spread of the energy correlators across

all states considered is smaller for r = 0, 1, while it is
larger but approximately constant in r for r > 1. As seen
in Fig. 18, this follows from the fact that the prefactors
∂2εCr are smaller for r = 0, 1 than for r > 1 where they
are in fact approximately constant (∂2εCr ≳ 2).
The proximity of larger values of ∂2εCr to 2 follows from

the independence between energy operators beyond the
correlation length:

lim
r→∞

∂2εCr = 2, (B2)

as derived in Appendix C.
Moreover, the sum rules (B1) force similar sum rules

on the prefactors ∂2εCr: Starting from the ETH scaling
supposition (Eq. (12)) for the Cr operators, summing
over r and using Eq. (B1), we obtain

2L ∼
∑

r

∂2εCr(ε) ≈
∑

r

∂2ε C̃r(ε), (B3)



15

2.0

2.1

2.2
∂2
ε C̄r, L = 28

0 2 4 6 8 10 12 14r
0.5

1.0

1.5

(a)

2.0

2.1

2.2
∂2
ε C̃r, L = 20

Ψ
yi
ai

bi
zi

ci
di

0 2 4 6 8 10r
0.5

1.0

1.5

(b)

FIG. 18. Estimates of the ETH prefactor ∂2
εO for the energy

correlators. (a) Estimates from linear fits using data from
equal energy series of states. (b) Second derivative of the
thermal expectation.
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FIG. 19. The sum of the ETH prefactor estimates for the en-
ergy correlators, divided by the expectation (B3). The dashed
lines are visual guides that cross (0, 1).

which should hold asymptotically as L → ∞. We ver-
ify this in Fig. 19. Note that the diagonal and thermal
estimates reach this limit differently, as exemplified in
Fig. 18: In the diagonal case, the sum is slightly above
2L and this excess is spread somewhat equally across
the derivatives of non-local correlators, thus the excess
plateau decreases uniformly as L increases, while in the
thermal case the second derivative decays quickly to-
wards 2 at higher r, thus the limit of 2L is reached simply
by the addition to the sum of more terms equal to 2 as
L̃ increases.

Appendix C: Estimation of derivatives of O(ε)

In this appendix we collect expressions related to the
derivatives of O(ε). The expectation values that follow

are taken in the thermal ensemble (⟨Ô⟩ = Õ). The term
∂2εO(ε) can be estimated from the thermal ensemble if
one has full spectrum data:

∂2εO(ε) ≈∂2ε Õ(ε)

=

(
L

ṽ

)3 [
⟨ĥ3⟩ − ε3

] [
ε ⟨Ô⟩ − ⟨ĥÔ⟩

]

+

(
L

ṽ

)2 [
⟨ĥ2Ô⟩+ ε ⟨ĥÔ⟩ − 2ε2 ⟨Ô⟩

]
− L

ṽ
⟨Ô⟩ .
(C1)

where we defined ĥ ≡ Ĥ/L [83]. This follows from

∂2 ⟨Ô⟩
∂ε2

=
∂

∂ε

(
∂β

∂ε

∂ ⟨Ô⟩
∂β

)

=
∂2β

∂ε2
∂ ⟨Ô⟩
∂β

+

(
∂ε

∂β

)−2
∂2 ⟨Ô⟩
∂β2

,

(C2)

where

∂2β

∂ε2
= − ∂2ε

∂β2

(
∂ε

∂β

)−3

, (C3)

∂ε

∂β
= L

[
ε2 − ⟨ĥ2⟩

]
= −ṽ, (C4)

∂2ε

∂β2
= L2

[
⟨ĥ3⟩ − 3ε ⟨ĥ2⟩+ 2ε3

]
, (C5)

and

∂ ⟨Ô⟩
∂β

= L
[
ε ⟨Ô⟩ − ⟨ĥÔ⟩

]
, (C6)

∂2 ⟨Ô⟩
∂β2

= L2
[
⟨ĥ2Ô⟩ − 2ε ⟨ĥÔ⟩+ (2ε2 − ⟨ĥ2⟩) ⟨Ô⟩

]

(C7)

Then Eq. (C1) follows.

This quantity simplifies when Ô = Ĉr for r > ξ (the
correlation length). We have

⟨Ĉr⟩ = ⟨Ĥ0Ĥr⟩ − ε2
r≫ξ−−−→ ⟨Ĥ0⟩ ⟨Ĥr⟩ − ε2 = 0. (C8)

⟨ĥĈr⟩ =
1

L

∑

i

⟨Ĥi(Ĥ0 − ε)(Ĥr − ε)⟩

r≫ξ−−−→ 2

L

∑

i≪r

⟨Ĥi(Ĥ0 − ε)⟩ ⟨Ĥr − ε⟩ = 0.
(C9)

⟨ĥ2Ĉr⟩ =
1

L2

∑

i,j

⟨ĤiĤj(Ĥ0 − ε)(Ĥr − ε)⟩

r≫ξ−−−→ 2

L2

[∑

i≪r

⟨Ĥi(Ĥ0 − ε)⟩
]2

= 2

(
ṽ

L

)2

.

(C10)

Finally, by substituting in Eq. (C1) we get Eq. (B2).
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FIG. 20. Difference of entanglement entropies on three site
clusters with respect to the maximum l = 3 on a log scale. We
show the expected entropy of random states drawn from the
full Hilbert space (Page, Eq. (17)) and reflection, translation
and magnetization symmetry sectors. The two unfilled data
points at L = 28, 30 were affected by accumulated numerical
error during the calculation of the reduced density matrix of
Y+.

Appendix D: Entropy of Y+

The Y+ state is the only infinite temperature state we
consider whose variance density coincides with the ther-
mal one, and if we assume that higher moments of energy
are negligible, then we can expect Y+ to be equivalent to
a random state. The expected entanglement entropy of
such a state is known as the Page entropy (Eq. (17)).
However, the state Y+ is in the reflection symmetric and
zero momentum symmetry sector, and the entropy of
random states drawn from such a subspace is further
limited [84]. Different symmetries can show quite dif-
ferent leading corrections to the maximum Sl = l: For
example, the entropy deviation on a translation symme-
try sector T is still exponentially small in L like the Page
entropy [85], while a system with fixed magnetization m

or particle conservation results in a
√
L deviation [86, 87].

To our knowledge, the average entropy on the sym-
metry sector of our initial states (T = 0, R = +) is not
available in the current literature, so we estimated this
quantity numerically by sampling random states on the
sector [88]. We repeated the numerical procedure for
the reflection positive symmetry sector (R = +), while
we know the result exactly for the zero magnetization
sector (m = 0) [86, 87]. We plot these quantities for
l = 3 in Fig. 20. The equilibrium entropy of the Y+ state
agrees with the entropy of a random state from the sym-
metry sector the state belongs to. The disagreement at
L = 28, 30 is due to accumulated numerical error while
explicitly calculating the reduced density matrix of Y+.

Appendix E: Heisenberg time

Since no exponential decay is detectable once the ex-
pectation decays to values below the fluctuations, we
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L
16
18

20
22

24

(b)

FIG. 21. The return probability (fidelity) over time on a log-
log scale, averaged over 1000 (thick line) and 100 (thin dashed
line) time units, for the Y+ and Z− initial states.

could consider that equilibrium has been reached at this
point, at least in terms of local observables, so τ could
be an appropriate time scale to define the thermalization
of such variables, although full relaxation is not achieved
at least until the exponentially large Heisenberg time.
We calculated the fidelity | ⟨Ψ(0)|Ψ(t)⟩ |2 over time for

two states, up to a final simulation time of tf = 105,
as seen in Fig. 21. At such a large time scale, the fi-
delity seems to oscillate very rapidly, so we time-averaged
the data to smooth out the oscillations. The fidelity
fully relaxes to a plateau at an exponentially increasing
time, the Heisenberg time, associated to the mean energy
level spacing of the model. A ramp behavior before the
plateau is observable at larger system sizes for the Y+
state (Fig. 21a).

Appendix F: Relaxation of entanglement entropy

We also observe a clear exponential decay of the en-
tanglement entropy of small clusters (Fig. 22), with as-
sociated decay times.
The numerical error that our method of calculating

Sl entails might be limiting the size of the observable
exponential regime, especially for S3 where the error is
larger.

Appendix G: Full spectrum analysis

In Fig. 24 we plot some local operator eigenvalues of
all eigenstates of the L̃ = 20 Hamiltonian, showing the
thermal expectation curve and the diagonal ensemble es-
timate of selected states.
We can predict from the plots in Fig. 24 how the de-

viations between thermal and diagonal expectation val-
ues respond to changes in energy variance of the initial
Bloch state by looking at the curvature of the eigenvalue
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FIG. 22. Exponential decay of the three site entanglement
entropy on a linear-log scale, with fitted exponentials shown
with black dashed lines. Two black dots along the fitted lines
mark the limits of the time interval where the fitting was
performed.
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FIG. 23. Exponential decay of the three site entanglement
entropy on a linear-log scale, with fitted exponentials shown
with black dashed lines. These are the same data lines shown
in Fig. 22, except they have been shifted from each other for
better visualization as they have a significant overlap (L is
increasing from bottom to top). Two black dots along the
fitted lines mark the limits of the time interval where the
fitting was performed.
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FIG. 24. The eigenvalues of several local operators for all
eigenstates of the L̃ = 20 Hamiltonian per momentum sym-
metry sector. The thermal expectation curve is shown with
a black line, while the diagonal ensemble estimate of certain
states is shown with dark red diamonds. The curvature (sec-
ond derivative) of the lines/surfaces determines the response
of the diagonal/thermal deviations to the energy variance
(Eq. 12).

curves/surfaces (Eq. (12)): The flatness of the σz
0σ

z
1 curve

causes the smallest deviations, while the large curvature
of Ĥ0Ĥ2 (and therefore C2) causes the largest deviations.

Appendix H: Bloch states

Our initial product states are defined as

|ψ⟩ =
⊗

j

[
cos

θ

2
|↑⟩j + eiϕ sin

θ

2
|↓⟩j

]
, (H1)

where the tensor product runs over all sites j of the ring.
The energy density of the initial states is

ε ≡ ⟨Ĥj⟩ = cos2 θ + hz cos θ + hx cosϕ sin θ. (H2)
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FIG. 25. Energy (a) and variance (b) per spin on the Bloch
sphere (θ, ϕ). The dashed oval is the ε = 0 line. (c) A uni-
form point density on the Bloch sphere is mapped on to the
(ε, v) surface, showing the density of available initial states.
The surface is at least doubly degenerate due to the y ↔ −y
symmetry, with a small region between E− and Z− being four
times degenerate.

The initial expectation values of the energy correlators
are

⟨Ĉr⟩ =





u2xx + 1
2u

2
x + 1

2u
2
y, r = 0,

1
4u

2
x + 1

4u
2
y, |r| = 1,

0, |r| > 1,

(H3)

and the energy variance density is

v ≡ ⟨Ĥ2⟩ /L− Lε2 =
∑

r

⟨Ĉr⟩ = u2xx + u2x + u2y, (H4)

where we defined

uxx ≡ sin2 θ, (H5)

ux ≡ −2 cos θ sin θ + hx cosϕ cos θ − hz sin θ, (H6)

uy ≡ hx sinϕ. (H7)

In Fig. 25 we plot the energy and energy variance den-
sities on the Bloch sphere, as well as a complementary
plot to Fig. 1 to show the density of Bloch states on the
(ε, v) surface.

In Table SM1 we have listed the energy and variance
of the Bloch states we consider, as well as the thermal
variance and entropy at the inverse temperature β which
results in a thermal energy equal to the state’s energy.

The states are mostly organized in equal energy series
and sorted by decreasing variance. The thermal values
were obtained from full spectrum data of L = 20 sites.
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SUPPLEMENTAL MATERIAL

Ψ θ/π ϕ/π ε v ṽ β

X+ 0.5 0 −1.0500 1.2500 0.6130 +0.7186
Z+ 0 0 +1.5000 1.1025 0.9670 −0.7275
E− 0.552172 0 −1.0909 0.9475 0.5080 +0.7918
E+ −0.135159 0 +1.7184 0.0288 0.0201 −1.5975

Y+ 0.5 0.5 0 2.3525 2.3525 −0.0000
y1 0.27 0.071211 4.5498
y2 0.335 0.318136 3.8344
y3 0.4 0.419455 3.1615
y4 0.465 0.479579 2.5961
y6 0.53 0.511634 2.1820
y7 0.595 0.51922 1.9373

z1 0.2046 0.17081 4.3441
z2 0.2846 0.419324 3.7471
z3 0.3646 0.541178 3.0981
z4 0.4446 0.620907 +0.5000 2.4788 2.4795 −0.2044
z5 0.5246 0.66991 1.9540
z6 0.6046 0.689459 1.5612
z7 0.6846 0.681326 1.3068
Z− 1 0 1.1025

a1 0.23954 0 4.6537
a2 0.3218 0.364508 3.8445
a3 0.4018 0.479667 3.0785
a4 0.4818 0.545186 +0.1801 2.4397 2.4409 −0.0750
a5 0.5618 0.574644 1.9952
a6 0.6418 0.571113 1.7627
b1 0.223 0.135305 4.5187
b2 0.303 0.39516 3.8278
b3 0.383 0.513387 3.1166
b4 0.463 0.586065 +0.3500 2.4794 2.4794 −0.1440
b5 0.543 0.625346 1.9842
b6 0.623 0.633627 1.6609
b7 0.703 0.612991 1.5001

Ψ θ/π ϕ/π ε v ṽ β

Ψ θ/π ϕ/π ε v ṽ β

c1 −0.18 0.804752 4.0489
c2 −0.26 0.556808 3.5706
c3 −0.34 0.429533 3.0112
c4 −0.42 0.340407 +0.6750 2.4345 2.4364 −0.2755
c5 −0.5 0.277749 1.8969
c6 −0.58 0.241765 1.4397
c7 −0.66 0.23333 1.0842
c8 −0.74 0.245595 0.8324
c9 −0.82 0.26067 0.6716

d1 −0.151 0.795424 3.6393
d2 −0.231 0.537251 3.2877
d3 −0.311 0.403645 2.8378
d4 −0.391 0.303874 +0.8522 2.3311 2.3325 −0.3496
d5 −0.471 0.223441 1.8107
d6 −0.551 0.161157 1.3147
d7 −0.631 0.122279 0.8735
d8 −0.711 0.107143 0.5074
d9 −0.821446 0 0.1447

x1 0.1295 0.291985 3.0024
x2 0.2045 0.504394 2.7872
x3 0.2795 0.630833 2.4865
x4 0.3545 0.735193 +1.0500 2.1132 2.1145 −0.4382
x5 0.4295 0.836335 1.6845
X− 0.5 1 1.2500

l1 0.7996 0.2692 −0.1608 2.2269 2.2270 +0.0701
l2 0.7257 0.3281 −0.3114 2.0652 2.0653 +0.1402
l3 0.6785 0.335 −0.4236 1.9147 1.9147 +0.1966
l4 0.61 0.3391 −0.5330 1.7427 1.7427 +0.2564
l5 0.608 0.29 −0.6625 1.6163 1.5064 +0.3361
l6 0.607 0.24 −0.7787 1.4735 1.2653 +0.4200
l7 0.6035 0.185 −0.8893 1.3084 1.0124 +0.5174
l8 0.6 0.12 −0.9875 1.1389 0.7718 +0.6280

Ψ θ/π ϕ/π ε v ṽ β

TABLE SM1. List of all initial Bloch states, including principal axes states (X±, Y±, Z±), extremes of energy (E±), local
minimum (d9) and global maximum (a1) of the energy variance.

Ψ l Īl,l(L = 24) Ĩl,l(L̃ = 14)
Y+ 1 9.13312× 10−7 2.48177× 10−8

a4 1 4.03883× 10−3 4.01908× 10−3

z4 1 2.78593× 10−2 2.76228× 10−2

Y+ 2 1.65851× 10−5 3.51203× 10−8

a4 2 4.04465× 10−3 4.01919× 10−3

z4 2 2.79354× 10−2 2.76329× 10−2

Ψ l Īl,l(L = 30) Ĩl,l(L̃ = 14)
Y+ 1 4.24647× 10−8 0.65216× 10−9

a4 1 4.01980× 10−3 4.01904× 10−3

b4 1 1.43633× 10−2 1.43534× 10−2

z4 1 2.76776× 10−2 2.76228× 10−2

c4 1 4.64905× 10−2 4.62124× 10−2

i4 1 6.69230× 10−2 6.57969× 10−2

x4 1 8.88850× 10−2 8.42359× 10−2

TABLE SM2. List of mutual information values as plotted in Fig. 7.
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Ō
−
Õ

ai : O = C2, L̃ = 20

∂2
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FIG. SM26. Finite size deviations of C2 as a function of the predicted ETH scaling (v− ṽ)/L for several equal energy series of

states. The dashed lines have slope equal to the thermal estimate ∂2
ε Õ and cross the origin.
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FIG. SM27. Finite size deviations of σz as a function of the predicted ETH scaling (v− ṽ)/L for several equal energy series of

states. The dashed lines have slope equal to the thermal estimate ∂2
ε Õ and cross the origin.
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Ō
−
Õ
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ε Õ = 0.032∂2
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FIG. SM28. Finite size deviations of σx
0σ

x
1 as a function of the predicted ETH scaling (v− ṽ)/L for several equal energy series

of states. The dashed lines have slope equal to the thermal estimate ∂2
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FIG. SM31. Exponential decay of the energy correlator C2 on a linear-log scale, for the yi, and ai series of states, with fitted
exponentials shown with black dashed lines. Two black dots along the fitted lines mark the limits of the time interval where
the fitting was performed.
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FIG. SM32. Exponential decay of the energy correlator C2 on a linear-log scale, for the yi, and ai series of states, with the
fitted exponentials shown with black dashed lines. These are the same data lines shown in Fig. SM31, except they have been
shifted from each other for better visualization as they have a significant overlap (L is increasing from bottom to top). Two
black dots along the fitted lines mark the limits of the time interval where the fitting was performed.
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Ō
|

z1 : O = C2

10 20 30 40 50t
10−3

10−2

|O
(t

)
−
Ō
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FIG. SM33. Exponential decay of the energy correlator C2 on a linear-log scale, for the bi, and zi series of states, with fitted
exponentials shown with black dashed lines. Two black dots along the fitted lines mark the limits of the time interval where
the fitting was performed.
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FIG. SM34. Exponential decay of the energy correlator C2 on a linear-log scale, for the bi and zi series of states, with the
fitted exponentials shown with black dashed lines. These are the same data lines shown in Fig. SM33, except they have been
shifted from each other for better visualization as they have a significant overlap (L is increasing from bottom to top). Two
black dots along the fitted lines mark the limits of the time interval where the fitting was performed.
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Ō
|

c8 : O = C2

10 20 30 40 50t

10−2

0.1

|O
(t

)
−
Ō
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FIG. SM35. Exponential decay of the energy correlator C2 on a linear-log scale, for the ci, and di series of states, with fitted
exponentials shown with black dashed lines. Two black dots along the fitted lines mark the limits of the time interval where
the fitting was performed.
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Ō
|

c9 : O = C2

10 20 30 40 50t

|O
(t

)
−
Ō
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Ō
|

d7 : O = C2

10 20 30 40 50t

|O
(t

)
−
Ō
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FIG. SM36. Exponential decay of the energy correlator C2 on a linear-log scale, for the ci and di series of states, with the
fitted exponentials shown with black dashed lines. These are the same data lines shown in Fig. SM35, except they have been
shifted from each other for better visualization as they have a significant overlap (L is increasing from bottom to top). Two
black dots along the fitted lines mark the limits of the time interval where the fitting was performed.
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